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Motivation 
• Geo-sensors help monitor our ecosystem 
o Global warming, flood forecasting, agriculture 

• However, geo-sensors are sparsely deployed! 
o Physical constraints, economic costs 

 
Goal: seek a cost-effective approach to Extend the Spatial Coverage 
 (ESC) of sensory data without deploying additional sensors 
 

Challenges & Contributions 
• Complete miss of temporal information 
o Fundamentally different from traditional imputation task 
o ESC-GAN framework 

• Existence of local and global context 
o 3D partial convolution to learn local correlations, global attention 

module to capture global attention information 
• Multi-scale structure 
o Fine-grained data for accurate local patterns, coarse-grained data for 

“macro” view  
o Multi-branch generator to exploit information of different granularity 

• Irregular and stochastic forms, high variations 
o Adversarial training 

 
Model Overview 

Our model takes sparse map as input and produces map with all the 
missing data reconstructed. We feed the recovered maps together with 
ground-truth maps to the discriminator for a real or fake classification. 
We combine three loss functions, i.e., reconstruction loss, variation 
loss, and adversarial loss. 

 
reconstructed loss 

 
variation loss 

 
adversarial loss 

 
overall optimization  

Local 3D Partial Convolution 
 

At each iteration, we apply a training mask removing a random subset 
of locations. The masking during training helps the model learn how to 
recover data over time in the masked-out cell. Values in some locations 
are invalid, so we partially convolve only on locations with data.  

 

 

 
Global Attention Module 

Values in some locations are invalid, so we partially convolve only on 
locations with data.  

 
 

 
Multi-Scale Structure 

• parallel branches with convolution filters of different receptive 
fields to extract multi-resolution features 

• the number of branches could be decided by the input granularity 
 

Datasets 

 

  
 

Main Results 
 

 
 

Visualization 
We visualize the softmax attention score between a randomly chosen 
query region and all the other regions. We mark the query regions with 
red rectangles and compare with ground truth attention (figure (a), (b)). 

 
 

Robustness study 
 

 
 

 
 

Generalization to Random Missing 
traditional spatio-temporal imputation task for random missing values 
 

 
 
Code 
https://github.com/xiyuanzh/ESC-GAN 

https://github.com/xiyuanzh/ESC-GAN

