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ABSTRACT
Scientific discoveries and studies about our physical world have
long benefited from large-scale and planetary sensing, fromweather
forecasting to wildfire monitoring. However, the limited deploy-
ment of sensors in the environment due to cost or physical access
constraints has lagged behind our ever-growing need for increased
data coverage and higher resolution, impeding timely and precise
monitoring and understanding of the environment. Therefore, we
seek to extend the spatial coverage of analysis based on existing
sensory data, that is, to “generate” data for locations where no
historical data exists. This problem is fundamentally different and
more challenging than the traditional spatio-temporal imputation
that assumes data for any particular location are only partially
missing across time. Inspired by the success of Generative Adver-
sarial Network (GAN) in imputation, we propose a novel ESC-GAN.
We observe that there are local patterns in nearby locations, as
well as trends in a global manner (e.g., temperature drops as alti-
tude increases regardless of the location). As local patterns may
exhibit at different scales (from meters to kilometers), we employ a
multi-branch generator to aggregate information of different gran-
ularity. More specifically, each branch in the generator contains 1)
randomly masked 3D partial convolutions at different resolutions
to capture the local patterns and 2) global attention modules for
global similarity. Next, we adversarially train a 3D convolution-
based discriminator to distinguish the generator’s output from the
ground truth. Extensive experiments on three geo-sensor datasets
demonstrate that ESC-GAN outperforms state-of-the-art methods
on extending spatial coverage and also achieves the best results on
a traditional spatio-temporal imputation task.
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1 INTRODUCTION
Wide-scale deployment of environmental geo-sensors have ad-
vanced our understanding of our ecosystem and its evolution. These
sensors enable us to observe the very fabric of our surrounding
physical world. For example, outdoor thermometers detect seasonal
patterns and annual shift in temperature to help understand global
warming [12]; rain gauges measure the precipitation level for hydro-
logical modeling, flood forecasting, and agricultural purposes [1];
magnetometers monitor the earth’s magnetic field, helping advance
magnetosphere studies [13], just to name a few.

While tremendously valuable, a critical limitation of these geo-
sensors is that each of them covers only a fraction of the total
area, and it is impossible for a majority of them to cover the entire
planetary surface. Constructing and maintaining sensing stations
incurs high costs, and many locations are often inaccessible due to
physical access constraints such as harsh environmental conditions
and urban development. Consequently, sensors are usually sparsely
distributed across the globe, limiting deeper understandings of
large-scale phenomena. Figure 1a shows an example of the limited
availability of magnetic field monitoring stations on the earth.

In this paper, we seek a cost-effective approach to extend the spa-
tial coverage of existing planetary sensory data without deploying
additional sensors. We name this task as extending spatial coverage
(ESC) of sensor data. To be specific, our goal is to “generate” data at
locations where no historical values are ever recorded and extend
the spatial coverage to the entire globe (as illustrated in Figure 1b).
To formulate the ESC problem, we assume the entire globe (de-
noted as 𝐷) is gridded into𝑀 × 𝑁 cells. Given the data from a set
of observed or partially observed grid cells 𝐷𝑂 (i.e., where we have
sensory measurements), we aim to generate data for the remaining
unobserved grid cells 𝐷𝑈 = {𝐷 \ 𝐷𝑂 }.

The ESC problem faces unique challenges and opportunities:
• Complete lack of temporal dimension information. In ESC task, we
have no prior data or knowledge for unobserved grid cells. There-
fore, traditional (spatio-)temporal imputation models, which as-
sume data are partially missing in the temporal domain [6, 25,
26, 28, 47, 51], cannot solve the ESC problem. Spatial impu-
tation methods could be applied to each time snapshot sepa-
rately [10, 14, 17, 37]. They, however, miss the temporal trends
from observed grid cells. Spatio-temporal interpolation meth-
ods [3, 20, 21, 38, 45], on the other hand, do not sufficiently
exploit the spatio-temporal properties (e.g. global context and
multi-scale structure) for imputation.

• Existence of global context. Sensors at a distance might exhibit
similar readings due to similar geographical contexts (e.g., simi-
lar landform) [47]. This complements the first law of geography
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Figure 1: Our task of extending spatial coverage: based on
the sparse sensory measurements over time in (a), we aim
to extend its coverage to the entire globe as shown in (b).

(“...near things are more related than distant things”) [41] and in-
spires us to explore global contexts. Solutions to image and video
inpainting [8, 24, 44, 49] typically consider only local context
(e.g., patterns in nearby pixels), and thus cannot capture global
patterns. It is necessary to combine global and local context views
of the spatio-temporal data.

• Multi-scale structure. Spatio-temporal data often exhibit multi-
scale structures. Specifically, while fine-grained data of a partic-
ular cell can reveal accurate and detailed local patterns, coarse-
grained data distributed across a large area present a “macro”
view, which is less sensitive to local missing information. There-
fore, we need to jointly consider coarse-level information for
completeness and fine-level information for accurate modeling
of planetary sensory data.
We propose a novel framework ESC-GAN to address all these

challenges. Figure 2 illustrates our proposed model architecture.
ESC-GAN comprises a generator and a discriminator following the
Generative Adversarial Network (GAN) framework [15], as GAN
has been widely used to model the complex distribution in spatio-
temporal data [22, 25–27, 40, 52]. For the generator, we leverage
local 3D partial convolutions together with global attention mod-
ules to focus on both local (e.g., patterns in nearby locations) and
global (e.g., phenomena that exist regardless of location) contextual
information. We also design a multi-branch encoder for aggregating
information of different granularity. The discriminator is composed
of 3D convolutional layers. Extensive experiments on three geo-
sensor datasets have verified the effectiveness of ESC-GAN under
different missing data scenarios. Moreover, as our model does not
impose any additional constraints or assume any domain knowl-
edge, it can also be applied to other spatio-temporal problems like
urban environment monitoring, traffic estimation, etc.

In summary, we explore a challenging task of extending spatial
coverage, where we attempt to generate data at locations with no
historical observations. We have analyzed the unique challenges
and opportunities, which guide our model design. Our main contri-
butions are summarized as follows:
• We propose a novel ESC-GAN framework that can address all
identified challenges.

• We leverage 3D partial convolutions to learn the local correla-
tions in both spatial and temporal dimensions, global attention
modules to capture global contextual information, and a multi-
branch encoder to exploit information of different granularity.

• Extensive experiments on three real-world datasets have demon-
strated the superiority of ESC-GAN over all the compared meth-
ods, including state-of-the-art spatio-temporal imputation meth-
ods, image and video inpainting methods.

2 ESC PROBLEM FORMULATION
In the extending spatial coverage (ESC) problem, we aim to learn
to generate data at locations where data are completely missing at
all timestamps 𝑡 = 1, . . . ,𝑇 . Formally, we denote a grid cell as 𝑆𝑖 𝑗 ,
where 𝑖 = 1, . . . ,𝑚 and 𝑗 = 1, . . . , 𝑛. LetX ∈ 𝑅𝑡×𝑚×𝑛 denote the data,
and M ∈ {0, 1}𝑡×𝑚×𝑛 denote the corresponding masking matrix. If
𝑀𝑡,𝑖, 𝑗 = 1, it means 𝑆𝑖, 𝑗 is valid at time 𝑡 (i.e. we have data in grid cell
𝑆𝑖, 𝑗 at time 𝑡 ); otherwise, 𝑆𝑖, 𝑗 is invalid at time 𝑡 (i.e. data is missing
in cell 𝑆𝑖, 𝑗 at time 𝑡 ). Let Φ denote the set of missing timestamps. In
the ESC problem, we do not have any data available in certain grid
cells. Therefore, assuming 𝑆𝑖, 𝑗 is a grid cell that is unobserved, we
have 𝑀𝑡,𝑖, 𝑗 = 0 for all timestamps 𝑡 ∈ Φ = {1, . . . ,𝑇 }. Given data
observed at other locations {𝑋𝑡,𝑖, 𝑗 |𝑀𝑡,𝑖, 𝑗 = 1} for 𝑡 = 1, . . . ,𝑇 , our
goal is to generate data for all the unobserved grid cells and output a
complete set of grid cells {�̃�𝑡,𝑖, 𝑗 } at all timestamps 𝑡 = 1, . . . ,𝑇 . This
is in contrast to the traditional spatio-temporal imputation problem,
where a given missing grid cell 𝑆𝑖 𝑗 is only partially unobserved, i.e.,
𝑀𝑡,𝑖, 𝑗 = 0 for 𝑡 ∈ Φ ⊆ {1, . . . ,𝑇 }.

3 OUR ESC-GAN FRAMEWORK
As illustrated in Figure 2, ESC-GAN comprises a generator of UNet-
like structure [34] and a discriminator consisting of multiple 3D
convolutional layers. The generator combines local partial 3D con-
volution with global attention module in multiple branches. We
next detail our ESC-GAN framework.

3.1 Randomly Masked 3D Partial Convolution
Spatio-Temporal data display local similarity, so we first apply
convolutions to model the local patterns. Vanilla convolutions on
grid map would treat each grid cell equally as valid. To obtain the
output 𝑌𝑡,𝑦,𝑥 , we calculate (for simplicity we omit the bias term in
the formula):

𝑌𝑡,𝑦,𝑥 =

𝑘′𝑡∑
𝑘=−𝑘′𝑡

𝑘′
ℎ∑

𝑖=−𝑘′
ℎ

𝑘′𝑤∑
𝑗=−𝑘′𝑤

𝑊𝑘′𝑡+𝑘,𝑘′ℎ+𝑖,𝑘
′
𝑤+𝑗 · 𝑋𝑡+𝑘,𝑦+𝑖,𝑥+𝑗 ,

where 𝑋𝑡,𝑦,𝑥 and 𝑌𝑡,𝑦,𝑥 represent the input and output of a specific
convolution layer, respectively; W represents convolution filter
weights; and 𝑘 ′𝑡 =

𝑘𝑡−1
2 , 𝑘 ′

ℎ
=

𝑘ℎ−1
2 , 𝑘 ′𝑤 =

𝑘𝑤−1
2 with 𝑘𝑡 , 𝑘ℎ, 𝑘𝑤 rep-

resenting kernel size along the time, height, and width dimensions,
respectively. From the equation we can see that 𝑌𝑡,𝑦,𝑥 is based on
all the grid cells within the receptive field, regardless of whether
the corresponding cells contain valid values. These invalid values
involved introduce bias into the training process.

One way to address this problem is to apply partial convolu-
tions [24] only on valid grid cells, i.e., locations with data in our
context. For each iteration, we apply a training maskM removing
a random subset of locations, as shown in Figure 3. For visualiza-
tion purpose,M is shown as rectangle in Figure 3, but in practice
M is randomly scattered across the map. M randomly masks out
locations over all the cells. If the original cell has no data, then
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Figure 2: An overview of our ESC-GAN: The multi-branch generator takes as input grid maps with data missing at many
locations, and the generator then produces grid maps with all the missing grid cells recovered. We feed the recovered maps
together with ground-truth maps to the discriminator for a real or fake classification. We combine three loss functions, i.e.,
reconstruction loss, variation loss, and adversarial loss.
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(b) iteration 𝑗

Figure 3: RandomlyMasked 3DPartial Convolution.We ran-
domly mask out parts of the grid maps on different itera-
tions (shown as M). Blue rectangle denotes convolution fil-
ter, and orange arrows show that convolution operation is
only performed on unmasked grid cells.

it does not change after being masked. We defer more complex
masking strategy that coordinates missing distributions as future
work. If𝑀𝑖 𝑗 = 0 then we mask out the corresponding grid cell 𝑆𝑖 𝑗
at all timestamps; otherwise, we keep the data at this grid cell. Such
masking during training helps the model learn how to recover data
over time in the masked-out cell. Moreover, since the training mask
is randomly generated during each iteration, it is able to cover the
entire map and introduces minimum bias of region difference.

Formally, to generate data at missing locations, we extend partial
convolutions to randomly masked 3D partial convolutions:

Y =

{
W𝑇 (X ⊙ M) |1 |1

|M |1 + 𝑏, if |M|1 > 0
0, otherwise.

Here, we keep the same notation such that X,Y,W represent
the input, output, and convolution filter weights, respectively, in a
specific convolution layer, and 𝑏 is the bias term. 1 has the same
size asMwith all values being 1. Therefore, |1 |1

|M |1 serves as a scaling
factor to compensate for the number of valid grid cells. We also
apply mask updating after each layer following prior study [24]: if
the output is able to condition on at least one valid input, then the
corresponding mask after updating would be 1.
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Figure 4: Global attention module architecture. The input X
is transformed through three linear embeddings 𝜃, 𝜙, 𝑔. We
calculate pairwise and unary scores, andmultiply the scores
with embeddings to obtain output Y.

3.2 Global Attention Module
In the real world, sensor values are not necessarily only correlated
within a small window, in terms of both space and time. Two sensors
afar could still have similar values if they share similar geographical
contexts (e.g. landform) [47]. Moreover, sensor readings in differ-
ent years might be similar too when they share similar temporal
contexts (e.g., seasonal pattern).

The 3D partial convolution with random mask we introduce
in the previous subsection only operates locally, since it mainly
sums up product of kernel weights and input within local sliding
windows. To take the global view into account, we incorporate
global attention module as illustrated in Figure 4.

The global attention module aims to take both neighboring and
distant grid cells into account for calculation. Similar to [42, 43, 50],
we first apply linear embedding 𝜃 (X) = W𝜃X, 𝜙 (X) = W𝜙X to
embed the input. As found in [7, 48], vanilla non-local block often
degenerates to purely unary term in some image recognition tasks.
Therefore, we follow [48] to split the attention computation into a
pairwise and a unary term, for better modeling both global pairwise
similarity and global unary effect. We compute the attention scores



of every two input regions X,X′ in the embedding space as

𝑓 (X,X′) = 𝑒 (𝜃 (X)−𝜇𝜃 )
𝑇 (𝜙 (X′)−𝜇𝜙 )+𝜇𝑇𝜃 𝜙 (X′)∑

X′ 𝑒 (𝜃 (X)−𝜇𝜃 )
𝑇 (𝜙 (X′)−𝜇𝜙 )+𝜇𝑇𝜃 𝜙 (X′)

,

where 𝜇𝜃 , 𝜇𝜙 are average embedding values over all the regions
from 𝜃, 𝜙 . (𝜃 (X) − 𝜇𝜃 )𝑇 (𝜙 (X′) − 𝜇𝜙 ) captures pairwise long-range
dependency, and 𝜇𝑇

𝜃
𝜙 (X′) captures the global unary effect. Intu-

itively, 𝑓 (X,X′) indicates the global context similarity between X′

and X. Then, to calculate the output value 𝑂𝑡,𝑦,𝑥 , we calculate the
weighted sum of attention scores from all input values 𝑋𝑡 ′,𝑦′,𝑥 ′ :

𝑂𝑡,𝑦,𝑥 =
∑

∀𝑡 ′,𝑦′,𝑥 ′
𝑓 (𝑋𝑡,𝑦,𝑥 , 𝑋𝑡 ′,𝑦′,𝑥 ′)𝑔(𝑋𝑡 ′,𝑦′,𝑥 ′),

where 𝑔(X) = WgX is also a linear embedding layer. Finally, we
apply linear embedding Wo with residual link [16] to compute the
output feature Y as

Y = WoO + X,
The above linear embedding layers W𝜃 ,W𝜙 ,Wg,Wo are imple-
mented as 1 × 1 × 1 convolutions. Following [43], a batchnorm
layer with scale parameter initialized to zero follows Wo so that
the module starts from an identity mapping that relies on local
information, then gradually learns the long range dependency. We
follow the subsampling trick in [43] and apply max pooling after 𝜙
and 𝑔 for computational efficiency. We leave a more efficient design
for global attention module as future work.

3.3 Multi-Scale Structure Learning
Spatio-temporal data often demonstrate multi-resolution structures
[25]. In our case, fine-grained data in a specific grid cell reflect accu-
rate measurement of that cell, while coarse-grained data covering
multiple grid cells are less sensitive to missing values. The one-
branch encoder-decoder U-Net architecture is not able to effectively
extract representations at different levels [44]. To better capture
the dependencies across different scales, we adopt a multi-scale
learning procedure. More specifically, we apply 𝑏 parallel branches
of U-Net structure in the generator. These 𝑏 branches apply convo-
lution filters of different receptive fields to extract multi-resolution
features. Assume h1, h2, ..., hb are hidden features computed after
the last layer of decoders from different branches, then we con-
catenate these features and feed the concatenated feature into a
convolution layer shared across branches to obtain the aggregated
features h′ ∈ 𝑅𝑐×𝑡×𝑚×𝑛 :

h′ = 𝐶𝑜𝑛𝑣 ( [h1, h2, ..., hb]),
where 𝑐, 𝑡,𝑚, 𝑛 are the channel, time, height, and width dimension
size, respectively. Here, the number of branches 𝑏 could be decided
by the input granularity, i.e., more branches when input data is
fine-grained. The parallel U-Net structure overcomes limitation of
the coarse-to-fine architecture where the fine stage is dependent
on the coarse stage, thus being susceptible to upstream errors.

3.4 ESC-GAN Generator
As demonstrated in Figure 2, the overall architecture of ESC-GAN
contains a generator 𝐺 and a discriminator 𝐷 . The generator con-
tains 3D partial convolutions for learning local patterns and global
attention module for learning global trends. The generator also

adopts multiple branches to aggregate multi-level features. We
combine grid reconstruction loss 𝐿𝑟𝑒𝑐 , variation loss 𝐿𝑣𝑎𝑟 , and ad-
versarial loss 𝐿𝑎𝑑𝑣 to optimize the generator.

To ensure grid reconstruction accuracy, we calculateMean Square
Error (MSE) between the ground-truth and generated grid maps.
More precisely, let X and Z denote the ground truth and generated
grid map,M denote the random training mask, we calculate MSE
for these randomly masked out regions as

𝐿𝑟𝑒𝑐 =
1

𝑁𝑚𝑎𝑠𝑘𝑒𝑑

∑
𝑡

∑
𝑦

∑
𝑥

(1 −𝑀𝑡,𝑦,𝑥 ) (𝑍𝑡,𝑦,𝑥 − 𝑋𝑡,𝑦,𝑥 )2,

where 𝑁𝑚𝑎𝑠𝑘𝑒𝑑 denotes the number of masked out grid cells.
Apart from reconstruction loss, we also compute variation be-

tween the masked out region and valid region in the generated
maps. The goal is to ensure smooth transition between masked
out and valid portions. We first calculate the composite grid map
X̃, where valid regions keep the same value as the original grid
map, and both randomly masked out regions and originally invalid
regions are filled with generated values:

X̃ = X ⊙ M + Z ⊙ (1 −M) .

Then, we compute the variation over the composite grid map as

𝐿𝑣𝑎𝑟 =
1
𝑁
(

∑
(𝑦,𝑥) ∈𝑅,(𝑦+1,𝑥) ∈𝑅

| |�̃�𝑡,𝑦+1,𝑥 − �̃�𝑡,𝑦,𝑥 | |1

+
∑

(𝑦,𝑥) ∈𝑅,(𝑦,𝑥+1) ∈𝑅
| |�̃�𝑡,𝑦,𝑥+1 − �̃�𝑡,𝑦,𝑥 | |1).

In the above equation, 𝑁 is the number of grid cells in the map,
and 𝑅 is the 1-cell dilation of the masked region, similar to [24].
To compute the variation loss, we shift one grid cell in two spatial
dimensions within 𝑅 and penalize the shifted difference.

3.5 ESC-GAN Discriminator
Spatio-temporal data follow complex distributions and demonstrate
high variations across time and space. They are influenced by a
number of external factors (e.g. adverse weather), thus exhibiting
irregular and stochastic forms. A model trained with only 𝐿𝑟𝑒𝑐
and 𝐿𝑣𝑎𝑟 is not adequate to model these correlations, as it tends to
output an average over different data [36]. Thus, we further train a
discriminator with the generator using an adversarial strategy.

The discriminator 𝐷 (·) is composed of 3D convolution layers.
The generator 𝐺 (·) generates grid maps z ∼ 𝑃Z (z) that are in-
distinguishable from ground-truth grid maps x ∼ 𝑃X (x), and the
discriminator learns to classify feature maps as real or fake:

𝐿𝐷 = Ex∼𝑃X (x) [𝑅𝐸𝐿𝑈 (1 − 𝐷 (x)] + Ez∼𝑃Z (z) [𝑅𝐸𝐿𝑈 (1 + 𝐷 (z)],

𝐿𝑎𝑑𝑣 = 𝐿𝐺 = −Ez∼𝑃Z (z) [𝐷 (z)] .

The overall training objective of ESC-GAN is a weighted sum of
the reconstruction loss, variation loss, and adversarial loss, namely,

𝐿 = 𝐿𝑟𝑒𝑐 + 𝜆𝑣𝑎𝑟𝐿𝑣𝑎𝑟 + 𝜆𝑎𝑑𝑣𝐿𝑎𝑑𝑣, (1)

where 𝜆𝑣𝑎𝑟 and 𝜆𝑎𝑑𝑣 are hyperparameters balancing between re-
construction loss, variation loss, and adversarial loss.



Table 1: Dataset Statistics

Dataset Lat Lon Time Granularity #Grid Cells
HadCRUT 36 72 2004 5°× 5 ° 5,194,368
CMAP 72 144 503 2.5°× 2.5 ° 5,215,104

KDD CUP 2018 6 8 8736 0.0167°× 0.0175° 96096

(a) Scatter (b) Regular Cluster (c) Irregular Cluster

Figure 5: Three missing data distributions

4 EXPERIMENTS
We evaluate our ESC-GAN in this section. In particular, we investi-
gate the following perspectives: (1) How does the proposed model
perform compared with other baselines in the ESC task? (2) How
effective are the different components in the proposed model? (3)
How robust is the proposed model with respect to various missing
region distributions and missing ratios? Finally, (4) How does the
model perform when extended to traditional spatio-temporal im-
putation task with random missing data in the temporal domain?
We provide both qualitative and quantitative analyses to verify the
effectiveness and reliability of our model.

4.1 Datasets
We use three publicly available geo-sensory datasets to validate our
proposed model. The third dataset is used to evaluate ESC-GAN for
imputing random missing values in the temporal domain, which is
a well-established task. Dataset statistics are summarized in Table 1.
HadCRUT1 is a global temperature dataset, providing gridded
temperature anomalies (measured by annual temperature shift)
across the world [31, 32]. Temporally, the data contain monthly
mean spanning from 1850 to 2020; spatially, the data covers grids
of 5° latitude by 5° longitude globally (72 × 36 in total).
CMAP2 consists of monthly averaged precipitation level values
(mm/day) [46]. The data range is approximately 0 to 70mm/day. Val-
ues are obtained from 5 kinds of satellite estimates (GPI,OPI,SSM/I
scattering, SSM/I emission, and MSU) and rainfall gauge. The data
span from 1979 to 2020, and spatially, cover a 2.5° latitude by 2.5°
longitude global grid (144 × 72 in total).

For HadCRUT and CMAP, we first normalize the dataset using
z-normalization (i.e., subtracting the population mean from the
individual raw stream and then dividing the difference by the pop-
ulation standard deviation). The whole grid map data are split into
sequences of length 12, and each sequence corresponds to one-year
worth of data. To simulate different real-world missing distribution,
we study three types of common missing scenarios: (1) scattered
locations, (2) regular clustered locations, and (3) irregular clustered
locations, as visualized in Figure 5. These missing areas are left
out for test set and are kept being masked out during training. The
remaining area is further randomly split into 80% training set and
20% validation set. We tune the hyperparameters for both our model
and baseline models on the validation set.
1available on Climate Research Unit website: https://crudata.uea.ac.uk/
2CMAP Precipitation data is provided by the NOAA/OAR/ESRL PSL, Boulder, Colorado,
USA, from their website at https://psl.noaa.gov/

We also study how ESC-GAN performs on traditional spatio-
temporal imputation task using the benchmark KDD CUP dataset.
The KDD CUP 2018 dataset3 measures hourly air quality and me-
terological data at city-scale. We follow previous study using this
dataset [26, 28] to select 11 common locations in Beijing that mea-
sure both air quality and meterological values. Same as previous
studies, we use 12 variables including PM2.5, PM10, temperature,
weather, etc. To adapt the input to our model, we map the data
from 11 stations into a 6 × 8 grid according to their geographical
locations provided on the KDD CUP 2018 website. Then, predic-
tion in the mapped grid cell is regarded as the prediction for the
corresponding location.

We will discuss more details about the random spatio-temporal
missing task in Section 4.7.

4.2 Compared Methods and Metrics
We compare ESC-GAN with four types of methods. (1) Classi-
cal Imputation: Mean/Zero imputation, Spatial K Nearest Neigh-
bour (sKNN) [17], Inverse Distance Weighting (IDW) [10], Kriging
[37], Matrix Factorization (MF) [29]; (2) State-of-the-art Spatio-
temporal Imputation: Bayesian Temporal Tensor Factorization
(BTTF) [11], Spatio-Temporal Multi-View Learning (ST-MVL) [47],
Non-Autoregressive Multiresolution Imputation (NAOMI) [25], In-
ductive Graph Neural Network Kriging (IGKNN) [45]; (3) State-
of-the-art Image and Video Inpainting: Partial Convolution
(PConv) [18, 24], 3DGated Convolution for video inpainting (3DGated)
[8] ; (4) Ablations of ESC-GAN: single branch with only local
convolution (ESC-GAN-vanilla), multiple branches with only local
convolution (ESC-GAN-local), single branch with global attention
(ESC-GAN-single). We provide more details about baseline imple-
mentation and settings in the supplementary material.

Following previous spatio-temporal imputation research [26, 47],
we evaluate the performance of our model and baselines using
𝑀𝑆𝐸 (𝑥,𝑦) = 1

𝑁

∑𝑁
𝑖=1 (𝑥𝑖−𝑦𝑖 )2 (Mean Square Error) and𝑀𝐴𝐸 (𝑥,𝑦) =

1
𝑁

∑𝑁
𝑖=1 |𝑥𝑖 − 𝑦𝑖 | (Mean Absolute Error).

4.3 Experimental Setup
Our generator is a UNet-like architecture containing a four-layer
encoder and a four-layer decoder with skip connections. We use
partial convolutional layers instead of convolutional layers. We
set the number of branches 𝑏 = 2 for aggregating information
from different granularity, based on hyperparameter tuning on the
validation set. The first two layers in the coarse branch use larger
filter sizes (3 × 7 × 7 and 3 × 5 × 5), the other layers use 3 × 3 ×
3 filters. Both branches contain global attention modules after the
last layer of decoder. Our discriminator contains five convolutional
layers, with filter size 3 × 4 × 4. We optimize the model using the
Adam optimizer [19] with a learning rate of 5e-3. Batch size is set
to 16 for the CMAP and KDD CUP datasets, and 4 for the HadCRUT
dataset. We set 𝜆𝑣𝑎𝑟 = 0.1, 𝜆𝑎𝑑𝑣 = 0.001 based on hyperparameter
tuning on the validation set.

4.4 Main Results and Analysis
Quantitative Results.We evaluate our model on HadCRUT and
CMAP and report on the results in Table 2. On both datasets,

3KDD CUP Challenge 2018 dataset, available at: http://www.kdd.org/kdd2018/

https://crudata.uea.ac.uk/
https://psl.noaa.gov/
http://www.kdd.org/kdd2018/


Table 2: Experimental results of our ESC-GAN for differentmissing data patterns, alongwith comparedmethods, onHadCRUT
and CMAP datasets. We mark the best results (in bold) and the second best.

Method
HadCRUT CMAP

Scatter Reg Cluster Irr Cluster Scatter Reg Cluster Irr Cluster

MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE

Zero 1.0396 0.6638 0.8551 0.5983 0.7446 0.5879 1.0290 0.6830 1.2861 0.7620 1.2869 0.7390
Mean 0.9697 0.6375 0.7985 0.5744 0.6971 0.5677 1.0272 0.6804 1.3294 0.7548 1.2969 0.7364
sKNN 0.3756 0.3991 0.4645 0.4649 0.3791 0.4210 0.1120 0.1785 0.7159 0.4863 0.4888 0.3960
IDW 0.3524 0.3868 0.4440 0.4535 0.3596 0.4087 0.1042 0.1719 0.7036 0.4792 0.4658 0.3839

Kriging 0.9517 0.6308 0.7995 0.5767 0.6906 0.5703 0.8838 0.5863 0.9709 0.6279 1.1257 0.6545
MF 0.6181 0.5216 0.7669 0.5782 0.6111 0.5390 0.1721 0.2395 0.8583 0.5753 0.5942 0.4974

BTTF 0.5867 0.5225 0.6798 0.5553 0.5764 0.5332 0.2474 0.3137 0.9423 0.6237 0.5723 0.5154
ST-MVL 0.3648 0.3964 0.4710 0.4655 0.3581 0.4084 0.1162 0.1832 0.7202 0.4919 0.5039 0.4177
IGKNN 0.7214 0.5492 0.7212 0.5501 0.6405 0.5491 0.8474 0.6132 1.1710 0.7285 1.1254 0.7170
NAOMI 1.0391 0.6637 0.8550 0.5983 0.7442 0.5877 1.0288 0.6833 1.2859 0.7620 1.2863 0.7396
PConv 0.3908 0.4211 0.4759 0.4784 0.4122 0.4494 0.1008 0.1704 0.6469 0.4492 0.2969 0.3024

3DGated 0.3610 0.3907 0.4265 0.4454 0.3581 0.4066 0.1400 0.2071 0.5532 0.4381 0.2952 0.3033
ESC-GAN 0.3354 0.3800 0.4097 0.4295 0.3418 0.3971 0.0802 0.1531 0.5441 0.4308 0.2739 0.3017

ESC-GAN consistently outperforms all the baselines.
Classical zero filling and mean filling have high errors by both

metrics, as they do not consider any neighborhood information.
sKNN and IDW take into account local information based purely
on distance weighting, and their performances degenerate under
clustered missing patterns, where neighboring locations are simul-
taneously missing. Kriging and MF put strong assumptions on the
input distribution, which may not be observed in real-world dataset.

For the state-of-the-art spatio-temporal imputation methods,
BTTF assumes Gaussian spatial factor and does not sufficiently
model spatial dependencies. ST-MVL is not fully data-driven and
does not fully capture the underlying spatio-temporal correlations.
IGKNNmainly leverages neighboring nodes for imputation without
incorporating the global and multi-scale structure. NAOMI exploits
the multi-resolution structure but heavily relies on temporal do-
main information. Although during training, locations that are
randomly masked out in the temporal domain could well recover
the missing values, it basically generates mean value of the dataset
when extended to unobserved locations.

For image and video inpainting methods, Partial Convolution
only uses local convolution operators to learn to recover miss-
ing information in two-dimensional space but does not leverage
temporal information. 3D gated convolution combines temporal
and spatial information in a three-dimensional space but does not
model the global context information and the multi-scale struc-
ture of spatio-temporal data. By contrast, our ESC-GAN learns
both local and global similarity and aggregates features at multiple
scales in the three-dimensional spatio-temporal space. Therefore,
ESC-GAN achieves the lowest errors compared to both classical
and state-of-the-art imputation or inpainting methods.
Qualitative Results. In addition to quantitative improvements, we
present example grid maps generated by ESC-GAN for qualitative
comparison, as shown in Figure 6. We have zoomed in on the area
with missing data for better view. The numbers above the figures
are the MSE for the corresponding grid map. The first row of results
in Figure 6 illustrates imputation for irregular clustered locations,
and the second row is for regular clustered locations. Compared
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Figure 6: Case Study: Example gridmaps for qualitative com-
parison. (a) Missing Area, (b) IDW, (c) ST-MVL, (d) PConv, (e)
3DGated, (f) ESC-GAN, and (g) GT. Numbers above the fig-
ures are theMSE for the corresponding generated grid maps
compared with the GT grid map.

with all the baselines, our model generates values for the missing
regions closest to the ground truth and shows smoother transition
to the observed regions, qualitatively demonstrating the proposed
model’s effectiveness.

4.5 Ablation Studies

(a) Dot Product GT (b) Cosine GT (c) ESC-GAN

Figure 7: Ground-truth (GT) and generated attention maps.

Quantitative Analysis.We also conducted ablation study to sepa-
rately examine the effect of our global attention module and multi-
scale structure. We report MSE and MAE after removing global
attention module (ESC-GAN-local), removing multi-scale structure
(ESC-GAN-single), and removing both of these modules (ESC-GAN-
vanilla). As shown in Table 3, the performance degenerates after re-
moving either one or both of these components, which validates the



Table 3: Ablation Study of our global attention and multi-
scale structure on CMAP, measured by MSE and MAE.

Method Scatter Reg Cluster Irr Cluster

MSE MAE MSE MAE MSE MAE

ESC-GAN-vanilla 0.0825 0.1557 0.5874 0.4433 0.2900 0.3099
ESC-GAN-local 0.0818 0.1545 0.5848 0.4362 0.2785 0.3032
ESC-GAN-single 0.0842 0.1588 0.5814 0.4388 0.2880 0.3107

ESC-GAN 0.0802 0.1531 0.5441 0.4308 0.2739 0.3017

(a) Ocean (b) High-altitude (c) High-vegetation

Figure 8: Patterned missing data distributions

Table 4: Evaluations for patterned missing distributions.

Method Ocean High-altitude High-vegetation

MSE MAE MSE MAE MSE MAE

sKNN 0.3162 0.3160 0.0865 0.1428 0.1857 0.2178
IDW 0.2738 0.2929 0.0786 0.1335 0.1687 0.2060

ST-MVL 0.2855 0.2972 0.0784 0.1347 0.1710 0.2061
PConv 0.2174 0.2517 0.0743 0.1303 0.1588 0.2004

3DGated 0.2989 0.3093 0.1231 0.1878 0.2254 0.2644
ESC-GAN 0.1929 0.2512 0.0663 0.1234 0.1399 0.1911

necessity of the proposed structure. The vanilla model ESC-GAN-
vanilla is based only on local operators of randomly masked 3D
partial convolution, and it does not model the global context simi-
larity or leverage information at multiple scales. The local model
ESC-GAN-local aggregates features from multiple granularity, but
ignores the underlying global patterns exhibited in spatio-temporal
data. The single model ESC-GAN-single considers the global trends
in spatio-temporal data, but it learns such features at one single
scale using one branch in the generator. Our proposed ESC-GAN
jointly learns global and local dependencies, and aggregates multi-
level features, thus producing more accurate estimations compared
with different ESC-GAN ablations.
Attention Visualization. To provide more interpretable results,
we randomly select query region and visualize the softmax attention
score between query region and all the other regions on CMAP, as
shown in Figure 7. We mark the query regions with red rectangles.
Attention scores in three figures are calculated based on the average
data from all timestamps. The left two figures are ground-truth at-
tention scores measured by dot product and cosine similarity, both
followed by softmax normalization. As CMAP dataset measures
monthly precipitation, the query region exhibits patterns similar
to regions near the equator and regions in the Pacific Ocean. Com-
paring ESC-GAN generated attention map with the ground truth,
we could observe that ESC-GAN is able to accurately capture the
global patterns through the attention mechanism.

4.6 Robustness Studies
Robustness to Non-Random Missing Shapes. Apart from the
missing distributions in Table 2, extending sensor spatial cover-
age in real-world also encounters non-random realistic missing
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Figure 9: Evaluation for different missing ratio |𝐷𝑈 |/|𝐷 | on
HadCRUT, measured by MSE and MAE.

distributions, i.e. missing distribution follows a specific pattern as
a result of land, elevation, vegetation, etc. For example, it is more
difficult to deploy sensors on mountains than plains, so locations of
higher elevation are expected to have a lower coverage of sensory
data. Similar comparison also resides in ocean vs land, forests vs
locations with lower vegetation cover rate. In light of this, we study
the effectiveness of ESC-GAN with respect to three non-random
missing data distributions (as shown in Figure 8), namely, missing
data in the ocean, high-altitude area, and area with high vegetation
cover. This also evaluates the model’s transferability, as there exists
a distribution gap between training regions and testing regions. We
report on the results in Table 4. ESC-GAN achieves the best per-
formance under different real-world non-random realistic missing
distributions.
Robustness to Amount of Missing Data. We also study model
robustness with respect to missing area size. Following previous
notation, we use𝐷 to represent the whole map and𝐷𝑈 to represent
the set of unobserved grid cells. For scattered missing distribution
in Section 4.4, the missing ratio |𝐷𝑈 |/|𝐷 | is 20%. We increase the
missing ratio |𝐷𝑈 |/|𝐷 | from 20% to 50%, and calculate the corre-
sponding MSE and MAE of the best performing baselines in Figure
9. As shown in the figure, for different models, both MSE and MAE
generally grow as the missing ratio increases. Moreover, under
settings of all varying missing ratios, ESC-GAN is able to outper-
form all the baselines for both MSE and MAE, demonstrating the
proposed model’s robustness to varying missing area size.

4.7 Generalization to Traditional
Spatio-Temporal Imputation

In addition to our proposed extension of the spatial coverage task,
we also apply our model to the traditional spatio-temporal imputa-
tion task for random missing values, to evaluate its generalizability.
For this, we conducted experiments on the KDD CUP 2018 dataset.
We normalize the data using z-normalization and split the sequences
into chunks of length 48, following previous studies [26, 28]. We
compare the results with a list of methods for doing traditional
spatio-temporal imputation, including both statistical imputation
methods (filling with last available observation (Last) or mean value
(Mean), k-Nearest Neighbors (KNN), Matrix Factorization (MF)) and
deep learning-based models (MTSI [26], BRITS [6], DCRNN [23],
CDSA [28]) following previous studies [26, 28].

In Table 5, our model outperforms all the other baselines at var-
ious missing data ratios from 20% to 90%. Compared with other
methods, our model could jointly learn temporal and spatial de-
pendencies at different scales. Without modification of the model



Table 5: Results of spatio-temporal imputation for random
missing values on KDD 2018 Dataset, measured by MSE4.

%Missing 20% 30% 40% 50% 60% 70% 80% 90%

Last 1.073 0.894 0.901 0.990 1.040 1.236 1.689 2.870
Mean 0.916 0.907 0.914 0.923 0.973 0.935 0.937 1.002
KNN 0.892 0.803 0.776 0.798 0.856 0.852 0.873 1.243
MF 0.850 0.785 0.787 0.772 0.834 0.805 0.860 1.196

MTSI 0.844 0.780 0.753 0.743 0.803 0.780 0.837 1.018
BRITS 0.455 0.421 0.372 0.409 0.440 0.482 0.648 0.725

DCRNN 0.579 0.565 0.449 0.506 0.589 0.622 0.720 0.861
CDSA 0.373 0.393 0.287 0.291 0.387 0.495 0.521 0.631

ESC-GAN 0.207 0.229 0.232 0.231 0.274 0.299 0.326 0.434

structure, ESC-GAN is directly applicable to spatio-temporal impu-
tation tasks. This demonstrates the generalizability of ESC-GAN,
indicating its potential in a broader range of applications.

5 RELATEDWORK
Spatio-TemporalData Imputation. For traditional spatio-temporal
imputation, existing approaches mainly include statistical mod-
els and deep generative models. Statistical models include filling
with zero, mean of existing values, filling with last observation,
regression-based models [2], MICE [5], Matrix Factorization [33],
k-nearest neighbours [17], tensor factorization [11], multi-view
learning method [47]. Deep generative models have so far shown
promising results with different sequential neural network-based
models [6, 9, 25, 28] and generative adversarial network (GAN)
[15]-based models [22, 26, 27, 40]. These methods typically assume
partial missing in the temporal domain.

For spatial missing data imputation, existing approaches are
mainly statistical, e.g. inverse distance weighting [10], matrix fac-
torization [14, 29], variogram modeling [37]. These methods miss
modeling the temporal trend from available locations.

Meanwhile, existing spatio-temporal interpolation methods do
not sufficiently exploit properties of spatio-temporal data (e.g. global
context and multi-scale structure) [3, 20, 21, 38, 45]. Miao et al. pro-
pose a pyramid dilated spatial-temporal network for learning crowd
flow representations, but the model is designed for forecasting task
and only learns temporal attention [30]. Tang et al. infer traffic
volume of observed regions through joint modeling of dense and
incomplete trajectories [39]. However, their method is uniquely
focused on trajectory data and is not directly applicable to other
domains. We propose to jointly model spatial and temporal depen-
dencies, learning from both local and global patterns. Our model is
applicable to a wide range of spatio-temporal problems.

Image and Video Inpainting. Image or video inpainting aims
to reconstruct missing regions in an image or video frame. Unlike
conventional convolution neural network that treats all the pixels
equally as valid pixels, Partial Convolution- and Gated Convolution-
based methods assign different weights to different input pixels to
reduce color discrepancy and blurriness [8, 24, 49]. To synthesize
different image components for image inpainting, Wang et al. pro-
pose a multi-column network to extract features at different levels
[44]. However, these approaches, which are specifically designed
for image and video inpainting, cannot achieve satisfactory results
4We directly adopt the numbers for the compared methods from prior work [26, 28].

on our ESC task, as spatio-temporal data contain more complex
correlations and stochastic properties compared with images. These
methods also only exploit local features, while our model jointly
models local and global patterns exhibited in spatio-temporal data.

Global Attention. Convolution neural network has been suc-
cessful in image or video processing, but convolution by nature is
a local operation. Attention mechanism [4] has enabled a model to
gain a global view of the input data. In particular, self-attention [42]
draws global dependencies between input and output based solely
on the attention mechanism. Self-attention calculates response at
one position based on weighted sum of values from all the other
positions, and has shown impressive results in sequential task like
machine translation and sequence generation. Non-local model is
further introduced to bridge the gap of applying self-attention to
image and video tasks [7, 43, 48, 50]. We follow the attention mod-
ule in [48] to capture global context embedded in spatio-temporal
data, and further combine it with multi-scale structure.

6 CONCLUSIONS AND FUTUREWORK
We address the challenge of extending the spatial coverage (ESC)
of sensory data to locations without any historical values. Tradi-
tional spatio-temporal imputation methods do not work well as
they rely on partial data availability for a location. This ESC task
has far-reaching applications in geographical discovery, physical
modeling, weather forecasting, urban planning, etc. It faces chal-
lenges related to collaborative use of spatial and temporal domains,
local and global context and structure across multiple scales. To
address these challenges, we devised a model to recover data for
“new” locations leveraging both spatial and temporal dependencies.
In view of the non-linear, multi-resolution and stochastic nature
of spatio-temporal data, our method generates data considering
both the global and local perspectives. We optimize the model with
multi-scale and adversarial training to better capture the underly-
ing patterns. We evaluated ESC-GAN on real-world geo-sensory
datasets where results demonstrate that our model outperforms all
the baselines under different missing scenarios.

There are limitations that we plan to address in future studies. As
geometric distance on a sphere is not strictly preserved after being
mapped to a 2D gridded map, we plan to incorporate spherical
convolutions to better model spatial dependencies. We will also
explore approaches to further extend the model to irregular super-
resolution task for generating data at finer spatial granularity.
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A COMPARED METHODS
(1) Classical Imputation. For classical imputation, we apply the
methods for each timestamp separately.
• Mean/Zero: Mean/Zero filling extends themissing station values
by filling mean value of the current timestamp/zero (which is the
mean of all timestamps after normalization).

• sKNN: Spatial K Nearest Neighbour, which extends the read-
ings with the average values of the missing station’s k nearest
available spatial neighbors [17].

• IDW: Inverse DistanceWeighting, a global spatial learningmethod
that interpolates with weighted average of available data points
as a function of inverse distance [10].

• Kriging: A geo-statistical interpolation method which assumes
that the distance between points reflects spatial correlation that
could be used to explain surface variation [37]. We implement
Kriging method using PyKrige library5.

• MF: Matrix Factorization, which iteratively replaces missing ele-
ments with those obtained from soft-thresholded SVD [29]. We
implement MF method using fancyimpute library [35].

(2) State-of-the-art Spatio-temporal Imputation.We implement
the state-of-the-art spatio-temporal imputation methods based on
public code of the respective paper.
• BTTF: Bayesian temporal factorization framework for modeling
spatio-temporal data with missing values. The method integrates
low-rank matrix/tensor factorization and vector autoregressive
(VAR) process into a single probabilistic graphical model [11].

• ST-MVL: A multi-view learning imputation method combining
empirical statistical models for global view, with data-driven
algorithms for local view [47]. In the original implementation,
weights for combining four views are optimized for each loca-
tion. However, in ESC task we do not have any available data to
train on these unobserved locations. Therefore, we use optimized
weights from their neighbors to predict the missing values.

• NAOMI: A non-autoregressive deep generative spatio-temporal
imputation method. It also exploits the multi-resolution structure
by decoding recursively from coarse to fine-grained resolutions
[25]. The original NAOMI implementation mainly relies on tem-
poral information for imputation. As in ESC task we have no
temporal information for unobserved locations, we concatenate
observed locations with unobserved locations channelwise in
order to better generalize from observed locations.

• IGKNN: Deep spatio-temporal kriging method based on induc-
tive graph neural network. The method learns spatial message
passing mechanism through generating random subgraph and
reconstructing subgraph signals [45].

(3) State-of-the-art Image and Video Inpainting. We imple-
ment the state-of-the-art image and video inpainting methods based
on public code of the respective paper.
• PConv: Partial Convolution [18, 24] for imputing 2D data. The
convolution is conditioned only on valid cells.

• 3DGated: 3D video inpainting method, which uses 3D gated
convolution as generator and proposes a Temporal Patch-GAN
loss to enhance temporal consistency [8].

5https://github.com/GeoStat-Framework/PyKrige
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