
First De-Trend then Attend: Rethinking 
Attention for Time-Series Forecasting 

Motivation
Attentions models [1] achieve promising performance for time-series 
forecasting. Recent works [2] explore learning attention in different domains 
(time, Fourier, wavelet domain). 
We hope to investigate: Does learning attention in one domain offer better 
representation ability or empirical advantages than the other? 
• Theoretically understand their relationships: Linear Equivalence
• Empirically analyze their separate advantages: Investigation on the Role of Softmax
• Combine empirical advantages for a better forecasting model: Our Method: TDformer

Data with trend: all attention models show inferior generalizability, especially 
Fourier softmax attention, as it incorrectly emphasizes low frequencies.

Data with varying seasonality: wavelet attention is the most effective, as 
wavelet softmax attention amplifies dominant frequencies, as well as keep 
the small-value modes that convey the information of varying seasonality.

Attention Formulation

Softmax with exponential terms has the “polarization” effect: increasing the 
gap between large and small values
Data with fixed seasonality: Fourier attention is the most sample-efficient, as 
Fourier softmax attention amplifies the correct frequency modes. 

Simplified assumptions without considering softmax.
Time Attention:

Fourier Attention: 
Fourier matrix has property

Wavelet Attention:
Wavelet matrix has property

Time, Fourier and wavelet attention are equivalent under linear assumptions.

Our Method: TDformer
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Time Attention Fourier Attention Wavelet Attention

Linear Equivalence

Investigation on the Role of Softmax

Data carrying noise: Fourier attention is the most robust, as Fourier softmax 
attention correctly filters out the small-value noisy components.
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Vary Time Vary Freq Fourier Linear Attention Fourier Softmax Attention

Attention Models on sin (x) Attention Models on Varying Seasonality Softmax vs Polynomial Kernels on sin (x)

Sample efficiency comparison

Trend Time Trend Freq Fourier Linear Attention Fourier Softmax Attention

Noise Time Noise Freq Fourier Linear Attention Fourier Softmax Attention

Consistent results on real-world seasonal and trend data

TDformer generates predictions that better preserve the trend and seasonality 

Electricity, TDformer Electricity, FEDformer Weather, TDformer Weather, FEDformer

Ablation study by changing the trend and seasonal modules

Forecasting results on benchmark multivariate time-series data

Our model design: TDformer


