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1. SSL precedes, and is 
therefore decoupled 

from end-task
2. Data representation 
is learnt in an end-task 

agnostic manner
3. Leading to sub-

optimal performance 
on test data

Evaluation on test data
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• Goal: How can we learn a more task-aware data representation 
through SSL?
• Hypothesis: Using end-task specific knowledge to customize the 

learnt representation towards the end task may improve 
performance on end-task
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• Statistical Methods: Distance-based[1], Shapelets[2], ROCKET[3]
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• Deep Learning Methods:
• Using labeled data: CNN[1], LSTM[2], Attention[3]
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• Statistical Methods: Distance-based, Shapelets, ROCKET
• Deep Learning Methods:
• Using labeled data: CNN, LSTM, Attention
• Using both unlabeled and labeled data: Negative Sampling[1], Contrastive 

Loss[2], Data Reconstruction[3]
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• Input: Uni-/multi-variate time-series X, Output: label y
• We use Transformer Encoder as the backbone model
• 3 modules

a) End-task, TEND
b) Data-driven Masking Strategy, M
c) Task-aware Data Reconstruction, TTAR
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• TEND generates attention scores that is fed to M
• M selects a set of most important timestamps, and randomly 

samples a subset of those times to produce m
• Generated mask m decides which timestamps to mask during 

reconstruction, TTAR
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• Evaluated 34 classification datasets[1] across 14 baselines
• 2.7% higher average accuracy,
• 1.74-point lower average rank, and
• best results on 17 datasets compared to 7,
• by 2nd best baseline TST[2]

Experimental Results - Classification
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• Evaluated 6 regression datasets[1] across 12 baselines
• 0.67-point lower average rank, and
• best results on 3 datasets compared to 2,
• by 2nd best baseline TST[2]

Experimental Results - Regression
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Time Series Data
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• Task-agnostic SSL may produce sub-optimal performance
• Learn task-aware data representation customized to the end-task
• End-task and reconstruction task trained alternately
• Data-driven masking strategy uses attention scores to find timestamps 

deemed important by end-task and mask them for reconstruction
• TARNet outperforms 26 baselines on 40 datasets
• Case study shows task-aware method captures domain-specific 

inherent properties from data

Conclusion
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