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Motivation
• Human Activity Recognition (HAR): identifies human activities using sensor 

readings from wearable devices


• Applications


• Healthcare, motion tracking, smart home automation, etc.

Healthcare Motion tracking Smart home automation



Motivation

• HAR data remain difficult to collect


• Security or privacy concerns


• Certain types of human activities happen less frequently by nature


• Existing HAR or time-series classification methods treat labels simply as 
integer IDs and learn their semantics purely from annotated sensor data


• Less effective especially when labeled data are limited 

Limitation



Motivation
Key Observation

• Activity names in HAR datasets often share structures that reflect the 
similarity between different activities


• Such mapping between input features and label names motivates the learning 
framework that extracts knowledge from label structures 

Shared label structures in 
HAR data are common Similarity in label space translates to sensor data space



Motivation
Key Observation

• Conventional HAR: output integer class IDs as prediction results 


• Our SHARE: output label name sequences, therefore preserve structures and 
relationships among various activities 



Motivation
Key Contributions

• A more effective HAR framework by modeling label structures


• Token-level augmentation 


• Embedding-level augmentation


• Sequence-level augmentation


• State-of-the-art HAR performance on seven benchmark datasets


• Especially in few-shot and label imbalance settings  

Pre-trained model 
enhanced augmentation
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Method
Framework

• Overall framework



Method
Encoder-Decoder

• Encoder: CNN


• Decoder: LSTM


• Generate word sequences


• Training: cross entropy loss


• Inference: constrained decoding 
(choose the sequence with the 
highest probability only among 
valid label sequences)



Method
Augmentation

• Token-level augmentation


• Better learn semantics of each token in the label sequence


• Randomly choose meaningful single words from the original label sequence 
as the new labels, e.g., “open” from “open door”



Method
Augmentation

• Embedding-level augmentation


• Capture implicit semantic structures that 
are not explicitly presented as shared label 
names (e.g., “walk”, “run”)


• Capture semantics by word embeddings 
from pre-trained models (ImageBind)


• Pre-trained word embeddings to initialize 
decoder’s word embedding layer

Data

ImageBind embeddings



Method
Augmentation

• Sequence-level augmentation


• Some datasets do not have or 
rarely have shared label names


• Use large language models to 
generate label names with 
shared tokens 

Example generated label names on Mhealth data
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Experiments
Datasets

• HAR benchmark datasets



Experiments
Main Results

• State-of-the-art performance compared with HAR and time-series 
classification baselines 



Experiments
Few-Shot Learning

• More significant improvement in few-shot settings

Long-tail distribution

Integer-ID based HAR SHARE

Reduced training data



Experiments
Case Study

• T-SNE visualization on feature space


• SHARE better preserves semantics in the feature space

Integer-ID based HAR SHARE



Experiments
Complexity Analysis

• SHARE is more time and memory efficient compared with state-of-the-art 
deep learning models
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Conclusion

• A new HAR framework, SHARE


• Models label semantic structures


• Three label augmentations leveraging large language models for enhanced 
semantics modeling


• State-of-the-art HAR performance on seven HAR benchmark datasets 


• Especially in few-shot and label imbalance settings  



Thank you!
Contact: xiyuanzh@ucsd.edu 

Code Release: https://github.com/xiyuanzh/SHARE  
Python Package: https://pypi.org/project/semantichar/ 
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